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This paper will study a property of the characteristic numbers of the 

vanishing solutions of the equations of disturbed motion. A theorem will 

be establishedon a very close link between the characteristic numbers of 

the above solutions and the eigenvalues of the system of first-order 

approximations. It is difficult to establish a condition for the stability 

of such characteristic numbers, which has been used earlier for the proof 

of an analogous theorem [ 2 I. 

Let there be given the system of equations of disturbed motion 

where X1, . . . . X,, are the holomorphic functions of x1, . . . . xn, 

with the sum extended over all non-negative integers R~, . . . . a,, if 

“1 + .., + rs > 1. 

The coefficients pai, P (D~*“‘eRn) are real, cant inuous, bounded 

functions of time, and the:e exist positive constants M and A such that 

for all i > to 

, psh“ . f . . mn) / < ni 

A 
m, r . . . +m, 

Consider the system of first approximations 

and its characteristic numbers 

- + Ps,X, (s = 1, * . ) fl) 

x 1’ +‘*’ x n’ 

(3) 

999 
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In reference [ 2 I, the following theorem has been established: 

Theorem: If the system (1) has a vanishing solution and the system (3) 

stable eigenvalues, the characteristic number of this solution is exactly 

equal to one of the nonnegative eigenvalues of the system (3). 

This theorem can be proved without condition (2). However, if this 

condition is added and if, in addition, it is assumed that the system (3) 

is regular and that among its eigenvalues we have A, >, A, . . . >/ $> 0. 
a stronger result may be established, even if we relax the condition of 

the stability of the eigenvalues, which is not readily verified. 

Th eorem: a) If the system (3) is regular and A, >/ h2 . . . >/ Ak > 0, 
system (1) must have vanishing solutions xi], . . . . xnJ with characteristic 

numbers A,, . . . , ii,. 

6) For a solution with the initial conditions x1’, . . . , xno to have 

the characteristic number A, > x , it is sufficient to fix x O 1 * . . . , LPO 
arbitrarily, except for ensuringPthat their moduli are sufficiently small, 

and to find zpcy, . . . , xno from the relations 

Tp+1= %+I (Xl", . . , xp@), ",, = 9, (51’9 . . , TpO) 

where-bW1, . . . . 4 are holomorphic functions of x1’, . . , , x ’ which 

vanish when the Iafter vanish. 
P 

Before presenting the proof, two theorems of Liapunov’s first method 

will be stated. 

Let xii, . . . . I be a normal system of independent solutions of the 

system of equationi’(3). 

Liapunov’s theorem: I. If A,, . , . , A, are positive eigenvalues of the 

regular system (3), system (1) has solutions which may be presented in 

the form 

where al, . . . . ak are arbitrary constants whose moduli do not exceed some 

upper nonzero-bound and the eigenvalues of the functions L 
3’ *-* %) 

are not less than zero. 

II. If E is some positive constant and one puts 

a,e 
- (I-E) 1 

= ‘I, (s- 1, . , k) 

and replaces the as in the series (4) by the corresponding expressions, 

one obtains the new series 
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x, = ~Q~ml”-‘mk)qlml.. .q;k (s=l,. . . ,n) 

expanded in ascending powers of 9, which will have the property that for 

every e, however small, there will be a positive constant QCmlS “” “k) 

for which, for all nonnegative values of t, one has the inequalities 

The series IQ? 
1, . . . . mk) , < Q(",, . . . . mk) 

r;Q(" 
I..... mk) ,,,, 

Q1 , . . ., qkmk 

will converge absolutely, as long as the quantities q, do not exceed some 

nonzero-bound 4. It will be noted that a majorant for the functions 

Qs(m 
1, . . . . mk) = L,(- .... mk) e- (W+...+mk) EL 

may be constructed for any E > 0, however small. 

Proceeding now to the proof of the theorems, consider the solution 

xsp = 5 aj xjs + 2 L(ml.“mp) cc:‘. . . apP exp (- jJ mi Ai t)+ 

i=1 l<mI+...fmp<z i=l 

+ 2 L,( ml, . . . . mp) aim’. . apmP (E!Xp -- i mi xi ‘) 
m>nl‘+...+mp>l i=l 

in which a 

f?’ . ..’ 

ak have been put equal to zero. and the second sums 

on the rig t-hand sides contain all terms of order smaller than 1 in 

relation to the constants aI, . . . . a . For this purpose, 1 is some positive 

integer, greater than 4, which may bc fixed arbitrarily. 

On the basis of the fact that 

x (12S(R11* . ..1 nip) 
‘+ 0 

and of a theorem involving the sums and products of eigenvalues, it is 

readily verified that for any aI, . . . . a 
P 

, not all simultaneously zero, 

where AS is one of the numbers A,, . . . , x 
P’ 

The symbol X{f,j denotes the eigenvalue of the function f, of the 
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Consideration 

it will. be shown 

will nor be given to the eigenvalue of the last sum and 

that it is greater than AD, For this purpose it will be 

sufficient to find a small 13 > 0 such thatrthe functions 

,tXp) i 22 _T,( *a, .I.. mp) al*‘. . . apmp exp I- i 
+m,+..,t=$>i i=l 

(s = 1, 2, . , . , a) 

are bounded. 

They rttay be written in the form 

(5) 

2 5,’ m,, . . . . rn*f 
al*‘. . . apmP exp (- E Ai q -A, - 8) t 

f%Wh-L+*p,l iul 

and subjected to the transformation: 

41= a1 exp i ( 
- +&)t-J q~‘-iz&.$elj,j-jIp-&JI] 

L 

Then the series s~~baequently obtained will have in the capacity of 

Q?@ **** 
Ip) the quantities 

f. i%* I... rn*I 
B cxp - 2 [m$ _?_ - A, - 6; 1 I i 

Putting 6 = I/3 A,, we then find 

lL*( 
WI,. . . . . Inp) A, cxp - 2 (rq - 4) - :j 1 ] < 1 L,a(mxv .*** 9) exp -.- (/FL1 + , . . + ““J Et (6) 

where t > 0 must be chosen in the following manner. 

we obtain, by fixing c to fulfif the inequality 

I 
(1 - 4) Ii3 i, p> ic, or 

(i i 
is <: E < f 1 -- - 

\ I! 
i/a h, 

that for any aI + *. . -I- ntp > 1 the inequality 

- )J @Li - 4) ;; < - (m, + . , + t/ix,) s 

laifl be satisfied together with ISI. 

Since the series obtained from the substitutions 
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qs = JI, cxp - (he - E) t (s = 1, . . . , p) 

will have as majorants the absolutely convergent series 

x Q 
(ml. . . . . nlpj 

q? . . 9, mP 

l<m,-;...tm*,‘<cr, 

the series studied (5), on the strength of the inequalities (g), will 

likewise have this property. It is clear from the form of the substitution 

used to obtain them, that for any small Iad , . . . , (Q 1 all the series (5) 

must be vanishing functions of the time, and hence t ey must bt bounded. R 

Now putting aI = . . . = ap = 0 and ap # 0, we obtain 

(J:)’ = an xps + >l LsCmp) apmp exp (- mp 1, 1) + 
l<'Np<l 

+ x Lp) apmp exp -((Iup a, t) 

lCmp<cn 

Since it has been established that 

by the condition X{Z 1 = x , then, on the basis of the theorem for 

the sum of eigenvalues,Pie mayPestablish that 

CL\! = (JdSZ)) X 

which completes the proof of the first part of the theorem. 

For the proof of its second part let t = tO, when 

x8 
O7J - 

- al zls o +. . . -k r*,,xps' + ri),(crl, * . . I UT,) (s-l,. . . . n) (7) 

where $(al, . . . . a ) are holomorphic functions of aI, . . . . a which begin 

with terms not sma P ler than second order in a a . Amo:g the minors 

of the matrix (zjso) there will certainly be AAe’di;fe:ent from zero, 

since otherwise the solutions X. would not be linearly independent. Let 

this minor correspond to the fiiit p rows of the matrix. Then the equa- 

tions 

21 l P = al xllo f . . . ap zlpo + +, (z,, . . . , a,,) 

5) 9 = g 
IP zlP o + . . . a?, x1,7,0 -t qp (aI, . . . ap) 

(8) 

can be solved for aI, . . . , n 
P 

, and the functions 
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a* = 2-r (.qO”, . . * , q)> ap = x, ft,“P, f ‘ * xpO”) PI 

will be holomorphic functions of xloP, . . . . x *P, if the moduli of the 

latter are sufficiently small, 
P 

and certainly will not all vanish unless 

all xlop, . . . , x OP are zero. 
P 

Pox a given system of values of slop, . . . . “Pop let the aI, . . . . a 
not all equal to zero, be found from the equations (9). Then, as has 

P’ 

been shawn above, the solution 

will have eigenvalues which are not smaller than x 
P’ 

The remaining xL1# . . . . z,,’ of tbis solution may be found from equa- 

tions (7). If it is desired to find them directly in terms of xlop, . . . , 

% 
OP, then in the last n - p equations (71, for al, . . . , up we must 

substitute their values (9). The relations obtained in this manner will 

play the part of the equations mentioned in the formulation of the 

theorem, 

Note, Generally speaking, it does not follow from what has been proved 

that the eigenvalue of the solution (4) is exactly equal to one of the 

numbers A,, . . . , h 
P’ 

The stated method offers the possibility of shawing only that it is 

either equal to one of the numbers A,, .*,, xP or not smaller than ZAP, 

if 
n 

If 2XPf hi, j = 1, +.., p - 1, the last case certainly does not occur 

when A,, .,., h are stable eigenvalues. In fact, by assuming the opposite 

and verifying t g at the solution xij(‘) vanishes, we may arrive at a con- 

tradictian to the theorem proved in t 2 f e 

1. 

2. 
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